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• Professor of Computer Science and by 
courtesy Psychology

• Member, Program for Women and Gender 
Studies

• Member, Center for Human Computer 
Interaction

• Member, Program for Peace Studies 

• Fellow, Institute for Creativity, the Arts, and 
Technology



• Logo Lab (MIT)

• Educational Software (Wendy Mackay at DEC)  
• Textbook on LISP programming language

• PhD: Interpersonal Attention and Pragmatics of 
Communication (Stanford) 

• Colab Project (Xerox PARC, Lucy Suchman)
• Classroom based educational technology research, 

(SRI International)
• And lots of other stuff

Some things I’ve 
done before



• K-12 Education and Technology

• Understanding and designing for the 
influence of technological systems on the 
dynamics of how we see ourselves and 
others 

Current interests



• This talk is important for all of you.

• I am looking for the few of you that want 
to work on this.

• I am teaching a 6000-level seminar this 
spring on Designing to Change Power 
and Authority. 



What is our relationship 
to computing? 

What should it be in the 
future?



The world of computing



The world of computing

has had a lot of

utopian thinking.











Utopia Project: participatory design
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Computational Utopias



Computational Utopias
• Many of us came into computing because we hoped to 

improve the world.

• We were reassured:

• “The internet promotes democracy!” Howard Rheingold 
1994 

• and by “democracy”, Americans commonly mean a raft of 
concepts of good: including equity, inclusion, opportunity, 
participation, tolerance, and the rule of law.  

• Nice!



(Note: not students in an MIT class, 
but “the new middle class in Africa”)
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Two  
current  

senior HCI  
Capstone  
Projects



Computational Utopias

Certainly, the internet can promote democracy 
and computing leads to all sorts of good things, 
but is this inevitable?
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“The Enlightenment philosophers who insisted that 
the world could be improved were right. Voltaire 
was one of them. The mistake was to think that, 
once improved, it couldn’t get worse again. 
Voltaire’s point was not that optimism about 
mankind’s fate is false. It was that, in the face of a 
Heaven known to be decidedly unbenevolent, it 
takes unrelenting, thankless, and mostly ill-
rewarded work to cultivate happiness here on earth.
… That was the lesson Dr. Pangloss and his 
students had yet to learn.”

Gopnik, A. (Sept. 21, 2015) “Blood and 
Soil: A historian returns to the 

Holocaust.”New Yorker. 



Computer Science is like 
engine design….

We NOW (mostly) 
think that car design 
includes 
environmental 
impact.



When we think about the design of our computing 
systems…  we also need to think about their 
undesirable consequences

and, NOW, would be a good time.



What are some 
undesirable 

consequences?



What are some 
undesirable 

consequences?

Inequity in Information 
and Control



To understand the consequences of cars, we have 
to look at the systems in which they are embedded. 

To understand the consequences of computers, we 
have to look at the systems in which they 
embedded.



Human Systems

• Really complicated!

• An example 

• Two (related) theories



Amartya Sen



Amartya Sen
Identity and Violence:

•Central to human life are the 
responsibilities of choice and reasoning.

•Multiple identities lead to choice.

•Single identities lead to misperception of 
the target, insistence on singular qualities, 
and the illusion of lack of choice.

•Confinement to single identities leads to 
resentment and societal violence.

•Classification is cheap but identity is 
not.
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What does this have to 
do with the design of 
computer systems?



Classification is cheap 
but identity is not

What are you? 

African-American

Asian

Hispanic

Native American

Pacific Islander

White
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What are you? 

African-American

Asian

Hispanic

Native American

Pacific Islander

White

So, if I am from 
the middle east 
where do I fit?

So, if I am from India 
as compared to China 
where do I fit?

What if I never fit 
anywhere?



Classification is cheap 
but identity is not

• But this categorization seems so small.  

• Can’t we just fix it—-after all Facebook just 
enlarged its gender classifications?

• And people do this kind of categorization without 
computers.

• So what?



What are some undesirable 
consequences?

• One kind: the consolidation and rigidity of power in 
the system

• We might call this: Human Malleability & Machine 
Intransigence



As computer scientists we like 
clean categories and utilizing 

the power of the machine.



Undergraduates asked to 
design learning games are 
astonished and repelled 
that a computer-based 
collaborative crossword 
puzzle game would fail to 
tell the players who 
should go next. “But the 
computer can tell 
you!” Further, when 
asked whether strict 
alternation of turns is 
important, they are 
puzzled. One speaks up, 
“It’s not fair if people 
decide who goes next!” 
The others chime in with 
agreement. The brute 
fact of the computer’s 
ability is prioritized over 
the ability of the people. 
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When asked what is most 
important about a game, 
undergraduates say, “To 
win.” When asked 
whether that is always the 
most important thing, 
they reassert this. But 
when asked how they 
would run a footrace 
with a four-year-old, 
their view of games 
and playing changes 
radically. Suddenly fun is 
associated with process, 
with deliberately not 
winning. The ability to 
shape the interaction, to 
have social agency, is 
important but exper-
ienced as remote. 
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When cs undergraduates 
are asked, “If you were to 
pretend that the 
computer was a person, 
what kind of person 
would it be? What kind of 
a personality would it 
have?”, some reply that 
the computer is rude and 
domineering, but one 
woman puts her arms 
around her laptop open 
on the desk and says, “I 
love my computer. It 
always does what I 
want it to do.” The 
computer’s compliance is 
seductive and its 
shallowness often 
invisible.
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Human Malleability & 
Machine Intransigence

But this kind of consolidation and rigidity matter 
because

 of what we are like and 
what computers are like.



Part I
• We treat computers like people.  

    (in some sense).

• ... the possibility of treating computers 
like people is what gives computers 
their power.  We can use our notions of 
interactivity because computers are:

• responsive, linguistic, & opaque.

Suchman

Nass & Reeves



Part II

Our vision of ourselves is shaped by those 
with whom we interact.

 Cooley, 1904: Looking Glass Self
Suchman, 2007: Human Machine Reconfigurations



Part III

• The behavior of most computers most of 
the time is dominating---bullying---  
even sociopathic.

• At many levels

• We interact with computers more than 
people.



So, we come to see 
ourselves as passive 

recipients, defined by the 
“gaze” of the computer.



Now consider



Most People’s Interactions with Computers 
are Increasingly Confined to a Few Venues

• “While in 2001, the top 10 websites accounted for 31 percent of all 
page views in America, by 2010 the top 10 accounted for 75 
percent.  

• Google and Facebook are now the first stops for many Americans 
seeking news — while Internet traffic to much of the nation’s 
newspapers, network television and other news gathering agencies 
has fallen well below 50 percent of all traffic. Meanwhile,  

• Amazon is now the first stop for almost a third of all American 
consumers seeking to buy anything.” 

• Users must accept or reject computer systems as a totality.
• And we have no realistic choice about using many systems.

• Note how VT just moved all list-servs to Google….

Robert Reich, NYT’s, Sept. 18, 2015:



Preliminary list of 
high level principles
• develop ways to talk back, correct & modify

• develop ways to assert ourselves, our 
boundaries, and our identities in our own 
terms

• insist on reciprocity and the unpacking of 
causation

• design un-algorithms / unpack conclusions 
even (especially) in the design of harmless 
systems
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Critisearch: a way of correcting 
Google without getting distracted

Michael Stewart
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CoListen
• Who is to say that we have to listen by 

ourselves?

Michael Stewart

LISTEN

LOOK

JOIN

CO-LISTEN
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Shared Calendars: 
Boundaries

• People will use shared calendars if we 
set organizational sharing as the 
default! 

• That gets them to use the 
groupware!

• Now, what happens to parents’ 
careers?

• If parents are perceived as more 
devoted to their children, they suffer 
career consequences, especially 
women.
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Insist on Reciprocity

• How come “they” can know about “us” but 
we can’t know about them?



Insist on Reciprocity



Insist on Reciprocity

• Mechanical Turk



Preliminary list of 
high level principles
• develop ways to talk back, correct & modify
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• A Databox assists in provision of:
• Legibility: inspect and reflect on “our” data, to 

understand what is being collected and how it is 
processed.

• Agency: manage “our” data and access to it, enabling 
us to act effectively in these systems as we see fit.

• Negotiability: navigate data’s social aspects, by 
interacting with other data subjects and their policies



http://www.publicsphereproject.org/patterns/pattern-table-of-contents.php

Lots more examples 
from many sources

http://www.publicsphereproject.org/patterns/pattern-table-of-contents.php
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Preliminary list of 
high level principles
• develop ways to talk back, correct & modify

• develop ways to assert ourselves, our 
boundaries, and our identities in our own 
terms

• insist on reciprocity and the unpacking of 
causation
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• If we do not explore these paths, who will?

• Who will set boundaries?

• If we do not maintain an active and pro-
active stance towards the design of 
technology, we will suffer in our lives.

• And we will be surprised by anger and 
violence directed against us.



… as Jordan Crandall (2005, 3)  has argued, the 
current age of panoptic data processing means 
that Western nations increasingly wage war 
through what he calls “processual 
infrastructures”. Integrating the capabilities of 
digital sensors to sustain “strategic seeing” and 
“persistent surveillance”, military command and 
control systems increasingly delegate decisions to 
track, surveil, and target to the computer 
algorithms that connect such sensor systems to 
computer databases.

Graham, S. (2006) Interrupting the Algorithmic Gaze? Urban Warfare and US Military Technology.  In MacDonald, F. at al (Ed.)  
Geopolitics and Visual Culture: Representation, Performance, Observant Practice  

 (Tauris)(Forthcoming) http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.124.2684&rep=rep1&type=pdf

http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.124.2684&rep=rep1&type=pdf


• Utopian principles have guided computer science 
research in the past.  

• And have led to many important, wonderful and 
beneficial outcomes. 

• And we could use some Utopian thinking just about 
now because 

The Enlightenment philosophers who insisted that 
the world could be improved were right.… The 
mistake was to think that, once improved, it couldn’t 
get worse again. 
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CS6724 seminar next semester: 
Designing to Change Power and Authority
Why	  build	  a	  system	  unless	  there	  is	  something	  that	  you	  want	  to	  do	  differently?	  	  Computer	  Scientists	  build	  
systems	  to	  change	  things	  in	  the	  world.	  	  	  But	  as	  computer	  systems	  touch	  more	  and	  more	  aspects	  of	  life,	  it	  is	  
not	  just	  all	  about	  ef>iciency.	  	  	  It’s	  very	  easy	  to	  design	  systems	  that	  get	  users	  to	  interact	  with	  computers	  in	  a	  
way	  that	  satis>ies	  some	  set	  of	  narrow	  goals,	  but	  the	  cost	  may	  be	  that	  we	  are	  constrained	  and	  even	  bullied	  by	  
our	  systems.	  	  As	  recently	  1994,	  Howard	  Rheingold	  claimed	  that	  the	  “internet	  promotes	  democracy,”	  yet	  the	  
ensuing	  20+	  years	  have	  begun	  to	  reveal	  more	  complex	  patterns,	  starting	  with	  the	  observation	  that	  we	  must	  
be	  concerned	  now	  not	  with	  “the”	  internet,	  but	  with	  “this”	  internet	  [Dourish,	  2015].	  	  In	  a	  recent	  New	  York	  
Times	  op-‐ed,	  Robert	  Reich	  (Former	  Secretary	  of	  Labor	  under	  President	  Clinton)	  notes	  that	  “while	  in 2001, 
the top 10 websites accounted for 31 percent of all page views in America, by 2010 the top 10 accounted for 75 
percent”  [Reich, NYT, 9/18/15]. Likewise, “Amazon	  is	  now	  the	  >irst	  stop	  for	  almost	  a	  third	  of	  all	  American	  
consumers	  seeking	  to	  purchase	  anything.”	  	  As	  Reich	  goes	  on	  to	  say,	  “Talk	  about	  power.”	  

But	  the	  power	  of	  computer	  technology	  in	  society	  does	  not	  just	  lie	  at	  these	  institutional	  levels.	  	  It	  also	  lies	  in	  
the	  ways	  that	  habitual	  practices	  in	  design	  result	  in	  the	  creation	  of	  computational	  systems	  that	  demand	  and	  
reinforce	  ritualized	  behavior	  in	  the	  users.	  	  We	  can	  and	  ought	  to	  design	  differently!	  	  We	  can	  design	  to	  
promote	  equity,	  inclusion,	  and	  freedom	  of	  action.	  

This	  project-‐based	  class	  designs	  and	  implements,	  taking	  into	  consideration	  such	  current	  movements	  as	  
participatory	  design,	  critical	  design,	  adversarial	  design,	  feminist	  design,	  as	  well	  as	  Dr.	  Tatar’s	  own	  
understanding	  of	  the	  challenges	  that	  face	  the	  knowledge	  society	  in	  the	  next	  ten	  years.	  	  We	  will	  design	  
systems	  to	  promote	  equity	  and	  inclusion,	  and	  we	  will	  inform	  our	  design	  activity	  with	  (1)	  an	  understanding	  
of	  who	  and	  how	  people	  are	  currently	  marginalized	  and	  (2)	  design	  propositions	  about	  what	  we	  can	  do	  
differently.



Thank you.

• Questions?  Thoughts? 

• Talk to me: dtatar@cs.vt.edu

mailto:dtatar@cs.vt.edu



